
NRZ System Integrationsszenarien 

Infrastruktur- & Sicherheitskonzept 

Zusammenfassung 

Dieses Dokument stellt fünf verschiedene Ansätze zur Integration von XCare-Lösungen 
in das NRZ-System vor. Jedes Szenario wurde entwickelt, um unterschiedliche 
organisatorische Anforderungen, Sicherheitsanforderungen und technische 
Einschränkungen zu berücksichtigen, denen Kunden bei der Erweiterung ihrer NRZ-
Funktionen begegnen können. 

Die Szenarien reichen von kundengehosteten API-Lösungen, die maximale Kontrolle 
und Flexibilität bieten, über rechenzentrumsbasierte Implementierungen, die Sicherheit 
und zentrales Management priorisieren, bis hin zu einer leichtgewichtigen 
Rückfalloption für Organisationen mit strengen IT-Richtlinien. Das Verständnis dieser 
Optionen hilft dabei, den am besten geeigneten Integrationspfad für jede einzigartige 
Situation zu bestimmen. 

Übersicht der Systemarchitektur 

Das NRZ-System 

Das NRZ-System arbeitet in einer Rechenzentrumsumgebung und besteht aus 
mehreren miteinander verbundenen Komponenten. Den Kern bilden der NRZ Server 1 
und NRZ Server 2, die die Backend-Datenbank mit allen geschäftskritischen Daten 
beherbergen. Benutzer interagieren mit diesen Daten über die ProAlert Frontend-
Anwendung, die auf einem dedizierten Terminal Server im Rechenzentrum läuft. Diese 
Infrastruktur wird durch Hilfssysteme unterstützt, darunter der FS-Server für 
Dateispeicherung und Dokumentenverwaltung sowie der GK-Server, der zusätzliche 
Systemfunktionen übernimmt. 

Diese Architektur wird typischerweise über mehrere Rechenzentren gespiegelt, um 
Redundanz und Notfallwiederherstellung zu gewährleisten. Kundenorganisationen 
verbinden sich über sichere VPN-Verbindungen mit diesen 
Rechenzentrumsressourcen, wodurch ihre Benutzer auf den Terminal Server zugreifen 
und aus der Ferne mit dem NRZ-System arbeiten können. 

XCare-Integrationswerkzeuge 

Das XCare-Ökosystem wurde entwickelt, um die Funktionen des NRZ-Systems zu 
erweitern und zu verbessern. Die XCare-API dient als RESTful-Backend, das 
programmatischen Zugriff auf NRZ-Daten ermöglicht und benutzerdefinierte 
Anwendungen und Integrationen unterstützt. Diese API kann die XCare-Web-
Oberfläche unterstützen, die ein modernes webbasiertes Erlebnis für 



Datenvisualisierung und -interaktion bietet, sowie andere Drittanbieteranwendungen wie 
Webcon. 

Für Szenarien, in denen eine vollständige API-Integration nicht machbar ist, bietet das 
XCare-XChange-Tool eine einfachere Alternative für Datenimport- und -
exportvorgänge. Traditionelle Integrationsmethoden werden auch durch Multi-Import- 
und Pro-Import-Tools unterstützt, die die Datensynchronisation zwischen dem NRZ-
System und externen Quellen erleichtern. 

Verständnis der Architekturdiagramme 

Die Architekturdiagramme, die jedes Szenario begleiten, verwenden ein einheitliches 
Farbschema, um zwischen verschiedenen Komponententypen zu unterscheiden. Die 
NRZ-System-Infrastruktur, einschließlich Rechenzentrumsservern, Terminal-Servern 
und NRZ-Backends, wird in Blau dargestellt. Die Kundeninfrastruktur wie VPN-
Verbindungen und kundengehostete Dienste erscheint in Grün. Schließlich werden 
XCare-Erweiterungen einschließlich API, Web-Oberfläche, XChange-Tool und 
Integrationsdienstprogramme in Rot angezeigt. 

Diese visuelle Unterscheidung erleichtert es zu verstehen, wie die verschiedenen 
Komponenten interagieren und wo Daten zwischen der Kundenumgebung, der 
Rechenzentrumsinfrastruktur und den neuen XCare-Funktionen fließen. 

  



Szenario 1: Kundenseitiges API-Hosting (Nur-Lesen) 

Übersicht 

In diesem Szenario übernimmt die Kundenorganisation die Verantwortung für das 
Hosting der XCare-API auf ihrer eigenen Infrastruktur. Die API verbindet sich über Port 
3050 mit dem NRZ-System, der so konfiguriert ist, dass er Nur-Lese-Zugriff auf die 
Datenbank bietet. Dieser Ansatz gibt Kunden die Möglichkeit, benutzerdefinierte 
Anwendungen und digitale Prozesse zu erstellen, die NRZ-Daten nutzen, ohne das 
Quellsystem direkt ändern zu können. 

Architektur 

 

Technische Umsetzung 

Aus Netzwerkperspektive erfordert dieses Szenario, dass die Rechenzentrum-Firewall 
so konfiguriert wird, dass sie eingehende Verbindungen auf Port 3050 zulässt. Dieser 
Port ist speziell mit Nur-Lese-Datenbankberechtigungen eingerichtet, um 
sicherzustellen, dass Daten zwar abgerufen, aber keine Änderungen am NRZ-System 
über diese Verbindung vorgenommen werden können. Der Kunde richtet einen VPN-
Tunnel zum Rechenzentrum für den allgemeinen Zugriff ein, und die XCare-API nutzt 
diese sichere Verbindung zusammen mit dem geöffneten Port, um direkt mit den NRZ-
Servern 1 und 2 zu kommunizieren. 

Der Datenfluss ist unkompliziert. Anwendungen wie XCare Web und Webcon senden 
Anfragen an die kundengehostete XCare-API, die wiederum die angeforderten 
Informationen aus der NRZ-Datenbank abruft. Dies geschieht in Echtzeit und stellt 
Benutzern und Anwendungen aktuelle Informationen bereit. Wenn jedoch Daten in das 
NRZ-System zurückgeschrieben werden müssen, muss der Kunde separate Tools wie 



Multi-Import oder Pro-Import verwenden, die sich über den Terminal Server mit 
traditionellen Methoden verbinden. 

Anwendungsfälle 

Dieses Szenario eignet sich besonders gut für Organisationen, die Business-
Intelligence-Dashboards und Reporting-Anwendungen erstellen möchten. Die Nur-
Lese-Natur der Verbindung ist ideal für Datenanalyse- und Visualisierungsplattformen, 
die Informationen aus NRZ abrufen müssen, ohne das Risiko versehentlicher 
Änderungen einzugehen. Es eignet sich auch für Situationen, in denen der Kunde NRZ-
Daten in Drittsysteme integrieren oder mobile Anwendungen entwickeln möchte, die 
Informationen für Außendienstmitarbeiter anzeigen. 

Die Trennung zwischen Lese- und Schreibvorgängen bietet tatsächlich eine zusätzliche 
Sicherheitsebene für Berichts- und Analyseanwendungsfälle, bei denen die 
Datenintegrität von größter Bedeutung ist und Änderungen über kontrollierte Prozesse 
erfolgen sollten. 

Vorteile 

Der Hauptvorteil dieses Ansatzes ist das Maß an Kontrolle, das er der 
Kundenorganisation gibt. Durch das selbstständige Hosting der API können sie deren 
Funktionalität an ihre spezifischen Bedürfnisse anpassen und erweitern. Sie sind nicht 
von Rechenzentrumsressourcen für API-Operationen abhängig, was Kosten reduzieren 
und Reaktionszeiten für ihre Anwendungen verbessern kann. Die direkte 
Datenbankverbindung gewährleistet minimale Latenz für Lesevorgänge, und der Kunde 
hat die Flexibilität, seine API-Infrastruktur entsprechend seinen Nutzungsmustern zu 
skalieren. 

Da die API in der Umgebung des Kunden läuft, können sie sie außerdem leichter in ihre 
bestehenden Überwachungs-, Protokollierungs- und Sicherheitstools integrieren. Dies 
erleichtert die Einhaltung interner Richtlinien und Verfahren. 

Überlegungen 

Es gibt mehrere wichtige Faktoren, die bei diesem Szenario zu berücksichtigen sind. 
Erstens erfordert es, dass das Rechenzentrum seine Firewall-Konfiguration ändert, um 
Port 3050 zu öffnen, was einige Organisationen aus Sicherheitsgründen 
möglicherweise nicht tun möchten. Der Kunde übernimmt die volle Verantwortung für 
die API-Infrastruktur, einschließlich Einrichtung, Wartung, Sicherheitspatches und 
laufendem Betrieb. Dies erfordert technisches Fachwissen und Ressourcen, über die 
nicht alle Organisationen ohne weiteres verfügen. 

Die Trennung von Lese- und Schreibvorgängen bedeutet, dass jeder Workflow, der 
Datenaktualisierungen erfordert, die separaten Multi-Import- oder Pro-Import-Tools 
verwenden muss, was bestimmten Prozessen Komplexität hinzufügt. Darüber hinaus 
führt die Freigabe der Datenbank über einen externen Port Sicherheitsüberlegungen 
ein, die sorgfältig behandelt werden müssen, einschließlich 



Authentifizierungsmechanismen, Verschlüsselung und Überwachung auf unbefugte 
Zugriffsversuche. 

Organisationen sollten auch die Auswirkungen auf die Netzwerkbandbreite 
berücksichtigen, da der gesamte API-Verkehr über die VPN-Verbindung läuft, und 
entsprechend planen, um eine angemessene Leistung sicherzustellen. 

  



Szenario 2: Kundenseitiges API-Hosting (Lesen-Schreiben) 

Übersicht 

Aufbauend auf dem ersten Szenario gewährt dieser Ansatz der kundengehosteten 
XCare-API vollen Lese-Schreib-Zugriff auf das NRZ-System über Port 3050. Diese 
Erweiterung verwandelt die Integration von einem einseitigen Datennutzungsmodell in 
eine umfassende bidirektionale Plattform, auf der benutzerdefinierte Anwendungen 
nicht nur Informationen abrufen, sondern auch Daten in der NRZ-Umgebung erstellen, 
aktualisieren und verwalten können. 

Architektur 

 

Technische Umsetzung 

Die Netzwerkkonfiguration für dieses Szenario ähnelt der des ersten, jedoch mit einem 
entscheidenden Unterschied in den über Port 3050 gewährten 
Datenbankberechtigungen. Anstelle des Nur-Lese-Zugriffs unterstützt die Verbindung 
nun vollständige CRUD-Operationen. Diese erweiterte Funktionalität erfordert robustere 
Sicherheitsmaßnahmen, einschließlich verbesserter Authentifizierungsmechanismen, 
IP-Whitelisting und umfassender Audit-Protokollierung zur Verfolgung aller über die API 
vorgenommenen Änderungen. 

Der bidirektionale Datenfluss bedeutet, dass Anwendungen wie XCare Web und 
Webcon jetzt vollständige Workflows durchführen können, ohne die Tools wechseln zu 
müssen. Benutzer können Informationen abfragen, Entscheidungen treffen und 
Datensätze über dieselbe Schnittstelle aktualisieren. Benutzerdefinierte Anwendungen 
können automatisierte Geschäftsprozesse implementieren, die sowohl Daten für die 
Entscheidungsfindung lesen als auch Ergebnisse in das NRZ-System zurückschreiben. 



Die XCare-API übernimmt die Transaktionsverwaltung, um die Datenkonsistenz über 
diese Operationen hinweg sicherzustellen, was besonders wichtig ist, wenn mehrere 
Benutzer oder Prozesse möglicherweise auf dieselben Datensätze zugreifen. 

Anwendungsfälle 

Dieses Szenario glänzt in Situationen, die Workflow-Automatisierung und umfassendes 
Geschäftsprozessmanagement erfordern. Organisationen können Self-Service-Portale 
erstellen, in denen Kunden oder Mitarbeiter ihre eigenen Informationen anzeigen und 
aktualisieren können, ohne Unterstützung vom Support-Personal zu benötigen. Die 
vollständigen CRUD-Funktionen ermöglichen eine tiefe Integration mit CRM-Systemen, 
ERP-Plattformen und anderen Unternehmensanwendungen, die synchronisierte Daten 
über mehrere Systeme hinweg pflegen müssen. 

Mobile Anwendungen werden in diesem Szenario erheblich leistungsfähiger, da sie 
Offline-Arbeit mit Synchronisierungsfunktionen unterstützen können, die Änderungen 
zurück an NRZ schreiben, wenn die Verbindung wiederhergestellt ist. Automatisierte 
Datensynchronisationsprozesse können nach Zeitplänen laufen, um Informationen im 
gesamten Technologie-Ökosystem einer Organisation aktuell zu halten. 

Vorteile 

Die Eliminierung separater Import-Tools stellt einen erheblichen betrieblichen Vorteil 
dar. Alle Datenoperationen können über eine einzige, konsistente API fließen, was 
sowohl die Entwicklung als auch die Wartung vereinfacht. Dieser einheitliche Ansatz 
ermöglicht echte Echtzeit-Datensynchronisation und Automatisierung, bei der 
Geschäftsprozesse von Anfang bis Ende ohne manuelle Eingriffe oder Tool-Wechsel 
ausgeführt werden können. 

Die Flexibilität für die Entwicklung benutzerdefinierter Anwendungen wird in diesem 
Szenario maximiert. Entwickler haben vollständige programmatische Kontrolle über die 
NRZ-Daten, was es ihnen ermöglicht, anspruchsvolle Anwendungen zu erstellen, die 
zuvor unmöglich waren. Digitale Transformationsinitiativen, die eine tiefe 
Systemintegration erfordern, werden viel praktikabler, da die API als Grundlage für die 
Modernisierung von Geschäftsprozessen dienen kann, während das NRZ-System als 
Single Source of Truth erhalten bleibt. 

Überlegungen 

Die erweiterten Funktionen gehen mit proportional erhöhten Verantwortlichkeiten und 
Risiken einher. Sicherheit wird von größter Bedeutung, da die API nun die Möglichkeit 
hat, kritische Geschäftsdaten zu ändern. Organisationen müssen robuste 
Authentifizierungs- und Autorisierungs-Frameworks implementieren, um sicherzustellen, 
dass jeder Benutzer und jede Anwendung nur auf die Daten zugreifen und diese ändern 
kann, zu denen sie berechtigt sind. Dies bedeutet typischerweise die Implementierung 
rollenbasierter Zugriffskontrolle und die Führung detaillierter Audit-Protokolle aller 
Schreibvorgänge für Compliance- und Fehlerbehebungszwecke. 



Die Kundenorganisation übernimmt die volle Verantwortung für Datenintegrität und 
Validierung. Im Gegensatz zu den integrierten Sicherheitsmechanismen des NRZ-
Systems müssen benutzerdefinierte Anwendungen ihre eigene Geschäftslogik 
implementieren, um zu verhindern, dass ungültige Daten in die Datenbank geschrieben 
werden. Die Datenbankleistung wird bei Schreibvorgängen zu einem wichtigeren 
Anliegen, da gleichzeitige Updates aus mehreren Quellen sorgfältig verwaltet werden 
müssen, um Konflikte zu vermeiden und die Konsistenz aufrechtzuerhalten. 

Organisationen, die dieses Szenario in Betracht ziehen, sollten sorgfältig prüfen, ob ihr 
IT-Team über das Fachwissen verfügt, um diese Komplexitäten zu bewältigen, und ob 
die Vorteile des vollständigen API-Zugriffs die zusätzlichen Sicherheitsrisiken und den 
betrieblichen Aufwand rechtfertigen. 

  



Szenario 3: Im Rechenzentrum gehostete API (Nur-Lesen) 

Übersicht 

Wenn organisatorische Richtlinien das Öffnen externer Datenbankports verbieten oder 
wenn der Kunde es vorzieht, die API-Infrastruktur nicht selbst zu verwalten, stellt das 
Hosting der XCare-API innerhalb des Rechenzentrums eine attraktive Alternative dar. In 
diesem Szenario läuft die API entweder auf dem vorhandenen Terminal Server oder auf 
einem dedizierten Server innerhalb des Rechenzentrumsperimeters und bietet Nur-
Lese-Zugriff auf NRZ-Daten, ohne dass Änderungen an externen Firewall-Regeln 
erforderlich sind. 

Architektur 

 

Technische Umsetzung 

Die API kann auf zwei Arten im Rechenzentrum bereitgestellt werden. Der einfachere 
Ansatz platziert sie auf dem vorhandenen Terminal Server und nutzt vorhandene 
Infrastruktur, ohne zusätzliche Hardware zu benötigen. Für Organisationen mit höheren 
Leistungsanforderungen oder Bedenken hinsichtlich Ressourcenkonflikten bietet die 
Bereitstellung der API auf einem dedizierten Server im Rechenzentrum jedoch bessere 
Isolation und Skalierbarkeit. 

Aus Netzwerkperspektive ist diese Konfiguration deutlich einfacher und sicherer als die 
kundengehosteten Alternativen. Die API kommuniziert über das interne 
Rechenzentrum-Netzwerk mit den NRZ-Servern, ohne dass Datenbankports für externe 
Netzwerke freigegeben werden. Kunden greifen über ihre bestehende VPN-Verbindung 
zum Rechenzentrum auf die API zu und verwenden HTTPS für verschlüsselte 
Kommunikation. Der gesamte Netzwerkverkehr bleibt in der kontrollierten 



Rechenzentrumsumgebung, bis er den Kunden über den gesicherten VPN-Tunnel 
erreicht. 

Die Nur-Lese-Natur bedeutet, dass Schreibvorgänge weiterhin die Multi-Import- oder 
Pro-Import-Tools erfordern, auf die über den Terminal Server zugegriffen wird. Während 
dies die Trennung zwischen Lese- und Schreibvorgängen aus Szenario 1 beibehält, 
bietet das Rechenzentrum-Hosting zusätzliche Sicherheitsvorteile und eine vereinfachte 
Netzwerkarchitektur. 

Anwendungsfälle 

Dieses Szenario ist besonders gut für Organisationen mit strengen Sicherheitsrichtlinien 
geeignet, die die Freigabe interner Datenbanken für externe Netzwerke verbieten, 
selbst über kontrollierte Ports. Finanzinstitute, Gesundheitsorganisationen und 
Regierungsbehörden haben oft Compliance-Anforderungen, die den externen 
Datenbankzugriff problematisch machen, unabhängig von den implementierten 
Sicherheitsmaßnahmen. 

Es funktioniert auch gut, wenn der Rechenzentrumsbetreiber verwaltete Hosting-
Dienste anbietet und der Kunde es vorzieht, deren Fachwissen zu nutzen, anstatt die 
Infrastruktur selbst zu verwalten. Organisationen, die zentrales Service-Management 
priorisieren und ihre Technologieoperationen in der Rechenzentrumsumgebung 
konsolidieren möchten, werden feststellen, dass dieser Ansatz gut mit ihrem 
Betriebsmodell übereinstimmt. 

Vorteile 

Die Sicherheit wird in diesem Szenario durch Netzwerkisolation erheblich verbessert. 
Indem die gesamte Datenbankkommunikation im Rechenzentrum-Netzwerk gehalten 
wird, wird die Angriffsfläche dramatisch reduziert. Es sind keine externen Firewall-
Änderungen erforderlich, was Sicherheitsüberprüfungen und Compliance-Audits 
vereinfacht. Die bestehende Sicherheitsinfrastruktur, Überwachungssysteme und 
Zugriffskontrollen des Rechenzentrums erstrecken sich automatisch auf den Schutz der 
API. 

Die Leistung profitiert von der lokalen Netzwerkkonnektivität zwischen der API und den 
NRZ-Servern. Datenbankabfragen werden über Hochgeschwindigkeits-Intranetze 
ausgeführt, anstatt VPN-Verbindungen zu durchlaufen, was zu geringerer Latenz und 
schnelleren Reaktionszeiten führt. Die zentralisierte Bereitstellung vereinfacht auch 
Backup- und Notfallwiederherstellungsverfahren, da die API in die bestehenden 
Business-Continuity-Pläne des Rechenzentrums aufgenommen werden kann. 

Überlegungen 

Die Hauptüberlegung ist die Verlagerung der betrieblichen Verantwortung. Der 
Rechenzentrumsbetreiber wird für das Hosting, die Wartung und den Support der API-
Infrastruktur verantwortlich. Diese Vereinbarung erfordert klare Service-Level-
Agreements und kann Abhängigkeiten von der Verfügbarkeit und Reaktionsfähigkeit 
des Rechenzentrumsbetreibers einführen. Änderungsanfragen, Updates und 



Fehlerbehebungen müssen über die Change-Management-Prozesse des 
Rechenzentrums laufen, die möglicherweise weniger flexibel sind als die interne 
Verwaltung der Infrastruktur. 

Der gesamte Kundenzugriff auf die API hängt von der VPN-Verbindung ab, was die 
VPN-Verfügbarkeit und -Leistung für den Betrieb kritisch macht. Wenn das VPN 
Probleme hat, werden alle API-abhängigen Anwendungen nicht verfügbar. 
Organisationen sollten sicherstellen, dass ihre VPN-Infrastruktur angemessen 
dimensioniert und resilient ist, bevor sie sich stark auf im Rechenzentrum gehostete 
Dienste verlassen. 

Wenn die API auf dem Terminal Server statt auf einem dedizierten Server gehostet 
wird, kann es zu Ressourcenkonflikten mit der P.A. Frontend-Anwendung kommen, was 
möglicherweise die Leistung beider Dienste während Spitzenlastzeiten beeinträchtigt. 
Organisationen sollten die Ressourcennutzung sorgfältig überwachen und bereit sein, 
auf einen dedizierten Server umzusteigen, wenn Leistungsprobleme auftreten. 

  



Szenario 4: Im Rechenzentrum gehostete API (Lesen-Schreiben) 

Übersicht 

Dieses Szenario stellt die optimale Balance zwischen Sicherheit und Funktionalität für 
die meisten Organisationen dar. Durch die Kombination der Sicherheitsvorteile des 
Rechenzentrum-Hostings mit den umfassenden Funktionen des Lese-Schreib-Zugriffs 
bietet es eine leistungsstarke Integrationsplattform ohne die Risiken, die mit der 
externen Freigabe von Datenbankports verbunden sind. Die XCare-API läuft in der 
geschützten Rechenzentrumsumgebung und bietet gleichzeitig volle 
Datenverwaltungsfunktionen für autorisierte Anwendungen und Benutzer. 

Architektur 

 

Technische Umsetzung 

Angesichts der erweiterten Funktionen und der Bedeutung des Schreibzugriffs wird für 
dieses Szenario dringend empfohlen, die API auf einem dedizierten Server im 
Rechenzentrum bereitzustellen. Dieses dedizierte Hosting bietet die Ressourcen und 
Isolation, die erforderlich sind, um den erhöhten Komplexitätsgrad bei der sicheren und 
effizienten Verwaltung des bidirektionalen Datenflusses zu bewältigen. 

Die API ist mit vollen Lese-Schreib-Anmeldeinformationen für die NRZ-Datenbank 
konfiguriert, aber dieser Zugriff wird durch sorgfältig gestaltete Sicherheitsebenen 
vermittelt. Authentifizierungsmechanismen überprüfen die Identität von Benutzern und 
Anwendungen, während Autorisierungsregeln bestimmen, welche Operationen jede 
authentifizierte Partei durchführen kann. Rollenbasierte Zugriffskontrolle stellt sicher, 
dass Benutzer nur auf Daten zugreifen und diese ändern können, die ihrer Position und 
ihren Verantwortlichkeiten innerhalb der Organisation entsprechen. 



Umfassende Audit-Protokollierung zeichnet alle Schreibvorgänge auf und erstellt einen 
detaillierten Pfad für Compliance-Zwecke und Fehlerbehebung. Die 
Netzwerksegmentierung innerhalb des Rechenzentrums kann zusätzliche Isolation 
bieten, indem der API-Server in einer DMZ-ähnlichen Zone platziert wird, die 
kontrollierten Zugriff auf die NRZ-Server hat. Diese Architektur stellt sicher, dass der 
Angriff selbst bei einer Kompromittierung der API immer noch die interne 
Netzwerksicherheit durchbrechen müsste, um die Datenbankserver direkt zu erreichen. 

Anwendungsfälle 

Enterprise-Integrationsprojekte finden dieses Szenario besonders ansprechend, wenn 
sie sowohl hohe Sicherheit als auch umfassende Funktionalität erfordern. 
Organisationen in regulierten Branchen können ihre Integrationsziele erreichen und 
gleichzeitig die Einhaltung strenger Data-Governance-Anforderungen aufrechterhalten. 
Die zentralisierten Sicherheitskontrollen und Audit-Funktionen stimmen gut mit 
regulatorischen Frameworks wie DSGVO, HIPAA und SOX überein. 

Komplexe Geschäftsprozessautomatisierung über mehrere Systeme hinweg profitiert 
von der zuverlässigen, leistungsstarken Konnektivität zwischen der API und den NRZ-
Servern. Multi-Tenant-Szenarien, in denen dieselbe NRZ-Infrastruktur mehrere 
Kundenorganisationen bedient, können die Sicherheitskontrollen der API nutzen, um 
eine ordnungsgemäße Datenisolation aufrechtzuerhalten. Digitale 
Transformationsinitiativen, die umfassende API-Funktionen erfordern, aber unter 
strengen Sicherheitsmandaten operieren, finden, dass dieses Szenario die notwendige 
Balance bietet. 

Vorteile 

Dieses Szenario erreicht maximale Sicherheit durch vollständige Eliminierung der 
externen Datenbankfreigabe bei gleichzeitiger Bereitstellung vollständiger API-
Funktionalität. Alle Datenbankoperationen erfolgen innerhalb der geschützten 
Umgebung des Rechenzentrums, ohne dass Ports in der externen Firewall geöffnet 
werden. Die Sicherheitsvorteile des zentralisierten Managements erstrecken sich auf 
API-Operationen und ermöglichen es der bestehenden Sicherheitsinfrastruktur, den 
Überwachungssystemen und Incident-Response-Verfahren des Rechenzentrums, alle 
Komponenten der Integration zu schützen. 

Die Leistung wird durch lokale Netzwerkkonnektivität optimiert, wodurch sichergestellt 
wird, dass Datenbankoperationen auch unter hoher Last schnell ausgeführt werden. Die 
Rechenzentrumsumgebung bietet typischerweise bessere Zuverlässigkeit durch 
redundante Strom-, Kühl- und Netzwerkinfrastruktur, als die meisten 
Kundeneinrichtungen unabhängig erreichen können. Professioneller Support und 
Service-Level-Agreements vom Rechenzentrumsbetreiber können Verfügbarkeit und 
Reaktionszeiten garantieren, die für einzelne Organisationen schwer unabhängig zu 
erreichen wären. 

Compliance- und Audit-Anforderungen werden vereinfacht, wenn sich die gesamte 
kritische Infrastruktur in einer einzigen, gut kontrollierten Umgebung befindet. Die 



zentralisierte Architektur erleichtert es, die Einhaltung von Sicherheitsstandards und 
regulatorischen Anforderungen während Audits nachzuweisen. 

Überlegungen 

Die Implementierung dieses Szenarios erfordert eine enge Koordination mit dem 
Rechenzentrumsbetriebsteam während der gesamten Bereitstellungs- und laufenden 
Verwaltungsphasen. Der Prozess der Server-Bereitstellung, Sicherheitskonfiguration 
und Festlegung von Service-Level-Agreements umfasst mehrere Stakeholder und kann 
erhebliche Zeit in Anspruch nehmen. Organisationen sollten diese 
Koordinierungsbemühungen in ihre Projektpläne einbeziehen. 

Das dedizierte Server-Hosting verursacht zusätzliche Kosten über das hinaus, was für 
einfachere Szenarien erforderlich sein könnte. Diese Kosten müssen gegen die 
Sicherheits- und Leistungsvorteile abgewogen werden, obwohl für viele Organisationen, 
insbesondere solche in regulierten Branchen, die Sicherheitsvorteile allein die 
Investition rechtfertigen. Die VPN-Infrastruktur bleibt für den Betrieb kritisch, da der 
gesamte Kundenzugriff über diese Verbindung fließt. Organisationen müssen 
sicherstellen, dass ihre VPN-Lösung Enterprise-Grade mit angemessener Redundanz 
und Kapazität ist. 

Change-Management-Prozesse können in einer Rechenzentrumsumgebung komplexer 
sein, wo Änderungen formelle Überprüfungs- und Genehmigungsverfahren durchlaufen 
müssen. Während dies gewisse Reibung bei Änderungen hinzufügt, bietet es auch 
wertvolle Kontrollen, die übereilte oder schlecht durchdachte Änderungen an 
Produktionssystemen verhindern. Organisationen, die an agilere, schnellere 
Bereitstellungskulturen gewöhnt sind, müssen möglicherweise ihre Erwartungen an das 
Änderungstempo in dieser kontrollierteren Umgebung anpassen. 

  



Szenario 5: XCare XChange-Tool auf Terminal Server 

Übersicht 

Für Situationen, in denen sich die API-Bereitstellung aufgrund technischer, richtlinien- 
oder budgetbedingter Einschränkungen als unpraktisch oder unmöglich erweist, bietet 
das XCare-XChange-Tool eine pragmatische Alternative. Diese leichtgewichtige 
Anwendung läuft direkt auf dem Terminal Server, ohne Installationsprivilegien zu 
erfordern, und bietet grundlegende, aber funktionale Datenimport- und -
exportfunktionen über eine benutzerfreundliche Oberfläche, die nicht-technische 
Benutzer effektiv bedienen können. 

Architektur 

 

Technische Umsetzung 

Die Schönheit dieses Ansatzes liegt in seiner Einfachheit. Das XCare-XChange-Tool ist 
als portable Anwendung konzipiert, die direkt in einen zugänglichen Ordner auf dem 
Terminal Server kopiert werden kann. Es erfordert keine Installation auf Systemebene, 
keine Registry-Änderungen und keine Administratorrechte für die Bereitstellung oder 
Ausführung. Dies macht es besonders geeignet für Umgebungen, in denen IT-
Richtlinien stark einschränken, welche Software installiert werden kann, oder wo der 
Genehmigungsprozess für neue Software unzumutbar zeitaufwändig wäre. 

Benutzer greifen über ihre normale Remote-Desktop-Verbindung zum Terminal Server 
auf das Tool zu. Sobald sie verbunden sind, starten sie die XCare-XChange-
Anwendung, die eine direkte Verbindung zu den NRZ-Servern herstellt, um Import- und 
Exportvorgänge durchzuführen. Das Tool kann NRZ-Daten extrahieren und in 
Standardformaten wie JSON oder CSV speichern, die Benutzer dann über die Remote-



Desktop-Sitzung auf ihre lokalen Systeme herunterladen können. Ebenso können in 
diesen Formaten vorbereitete Daten hochgeladen und über dieselbe Schnittstelle in das 
NRZ-System importiert werden. 

Anwendungsfälle 

Dieses Szenario dient Organisationen, die mit restriktiven IT-Richtlinien konfrontiert 
sind, die die API-Bereitstellung erschweren oder unmöglich machen. 
Regierungsbehörden, große Konzerne mit starren Change-Control-Prozessen und 
Organisationen, bei denen Sicherheitsbedenken funktionale Überlegungen überwiegen, 
befinden sich oft in dieser Situation. Das XCare-XChange-Tool bietet einen Weg nach 
vorne, wenn andere Optionen blockiert sind. 

Es funktioniert auch gut für Ad-hoc-Datenextraktions- und Migrationsprojekte, bei denen 
der Integrationsbedarf temporär und nicht dauerhaft ist. Schnelle Proof-of-Concept-
Projekte oder Pilotprogramme, die Wert demonstrieren müssen, bevor sie Budget für 
umfassendere Lösungen sichern, können diesen Ansatz nutzen, um schnell zu 
beginnen. Organisationen, die testen, ob eine tiefere NRZ-Integration für ihre 
Bedürfnisse sinnvoll ist, können mit XCare XChange beginnen, bevor sie sich den 
Infrastrukturinvestitionen verpflichten, die durch die API-Szenarien erforderlich sind. 

Vorteile 

Die minimalen Infrastrukturanforderungen stellen den Hauptvorteil dieses Ansatzes dar. 
Es müssen keine neuen Server bereitgestellt, keine Firewall-Regeln geändert und keine 
komplexen Netzwerkkonfigurationen vorgenommen werden. Das Tool läuft einfach auf 
vorhandener Infrastruktur, die bereits vorhanden und betriebsbereit ist. Die 
Bereitstellung kann in Minuten statt in Wochen oder Monaten erfolgen, da keine 
langwierigen Genehmigungsprozesse durchlaufen oder mit mehreren IT-Teams 
koordiniert werden müssen. 

Die Benutzeroberfläche ist so konzipiert, dass sie für Personen ohne technischen 
Hintergrund zugänglich ist. Verwaltungspersonal, Datenanalysten und andere 
Geschäftsanwender können das Tool nach minimaler Schulung effektiv bedienen. Dies 
demokratisiert den Zugang zu Datenintegrationsfunktionen, die sonst eine Beteiligung 
von Entwicklern erfordern würden. 

Die Implementierungskosten sind minimal und im Wesentlichen auf die Lizenz für das 
XCare-XChange-Tool selbst beschränkt. Es gibt keine Infrastrukturkosten, keinen 
laufenden Wartungsaufwand und keine Notwendigkeit, spezialisiertes technisches 
Personal für die Verwaltung der Integration einzustellen. 

Überlegungen 

Die Einschränkungen dieses Ansatzes sind wichtig zu verstehen. Die 
Automatisierungsfähigkeiten sind im Vergleich zu API-basierten Lösungen minimal. 
Jeder Import- oder Exportvorgang erfordert manuelle Initiierung durch einen Benutzer, 
was bedeutet, dass das Tool keine Echtzeit-Integrationen oder automatisierte 
Workflows unterstützen kann, die nach Zeitplänen laufen. Für Organisationen, die 



kontinuierliche Datensynchronisation oder ereignisgesteuerte Integrationen benötigen, 
kann diese Einschränkung disqualifizierend sein. 

Das Tool arbeitet im Batch-Modus und verarbeitet Daten in diskreten Operationen, 
anstatt kontinuierliche Verbindungen aufrechtzuerhalten. Dies macht es für periodische 
Datenübertragungen geeignet, aber nicht für Szenarien, die sofortige 
Datenaktualisierungen oder Antworten mit niedriger Latenz erfordern. Organisationen 
sollten sorgfältig prüfen, ob ihre Integrationsanforderungen innerhalb dieser 
Einschränkungen erfüllt werden können, bevor sie sich auf diesen Ansatz festlegen. 

Die Abhängigkeit von der Verfügbarkeit des Terminal Servers bedeutet, dass Benutzer 
Import- und Exportvorgänge nur durchführen können, wenn sie Remote-Desktop-Zugriff 
haben. Wenn der Terminal Server Probleme hat oder gewartet wird, müssen 
Datenintegrationsoperationen warten. Die Leistung und Reaktionsfähigkeit, die 
Benutzer erleben, wird auch von der Terminal-Server-Last und der Qualität ihrer 
Netzwerkverbindung zum Rechenzentrum beeinflusst. 

Trotz dieser Einschränkungen bietet XCare XChange für viele Organisationen, die mit 
Einschränkungen konfrontiert sind, die andere Szenarien unpraktisch machen, wertvolle 
Funktionalität, die sonst nicht verfügbar wäre. Es stellt eine pragmatische Lösung dar, 
die reale Einschränkungen anerkennt und dennoch sinnvolle Integrationsfähigkeiten 
ermöglicht. 

  



Vergleich der Szenarien 

Jedes Szenario repräsentiert einen anderen Punkt auf dem Spektrum zwischen 
Funktionalität und Sicherheit, zwischen Kontrolle und Bequemlichkeit und zwischen 
Komplexität und Einfachheit. Zu verstehen, wo die Prioritäten einer Organisation auf 
diesen Spektren liegen, hilft dabei zu identifizieren, welches Szenario sie am besten 
bedienen wird. 

Sicherheitsüberlegungen 

Aus Sicherheitsperspektive teilen sich die Szenarien in zwei klare Gruppen. Die 
Szenarien 3, 4 und 5 halten den gesamten Datenbankzugriff innerhalb des 
Rechenzentrumsperimeters und erfordern keine externe Portfreigabe. Diese Architektur 
bietet das höchste Sicherheitsniveau und ist oft die einzig akzeptable Option für 
Organisationen mit strengen Compliance-Anforderungen oder solche, die in regulierten 
Branchen tätig sind. 

Die Szenarien 1 und 2 erfordern das Öffnen von Port 3050 für externen 
Datenbankzugriff, was Sicherheitsüberlegungen einführt, die sorgfältig verwaltet werden 
müssen. Während geeignete Sicherheitskontrollen dies für viele Organisationen 
akzeptabel machen können, finden diejenigen mit strengen Sicherheitsrichtlinien diese 
Freigabe möglicherweise unabhängig von den implementierten 
Sicherheitsvorkehrungen inakzeptabel. 

Integrationstiefe und -funktionen 

Die mögliche Integrationstiefe variiert erheblich zwischen den Szenarien. Die Szenarien 
2 und 4 bieten vollen Lese-Schreib-API-Zugriff, der umfassende Integration ermöglicht, 
bei der benutzerdefinierte Anwendungen alle Aspekte der NRZ-Daten verwalten 
können. Dieser vollständige Zugriff ermöglicht Workflow-Automatisierung, Self-Service-
Portale und anspruchsvolle Multi-System-Integrationen, die mit begrenzterem Zugriff 
schwierig oder unmöglich wären. 

Die Szenarien 1 und 3 bieten API-basierte Integration, die jedoch auf Nur-Lese-
Operationen beschränkt ist. Dies ist für viele Anwendungsfälle ausreichend, 
insbesondere für Berichts-, Analyse- und Datenvisualisierungsanwendungen. Der 
programmatische Zugriff ermöglicht immer noch Echtzeitabfragen und anspruchsvolle 
Datenabruflogik, auch wenn Schreibvorgänge separate Tools verwenden müssen. 

Szenario 5 bietet grundlegende Integration durch manuelle Import- und 
Exportvorgänge. Während dies nicht die anspruchsvollen Integrationen ermöglicht, die 
mit API-Zugriff möglich sind, kann es für periodische Datenübertragungen und einfache 
Integrationsanforderungen ausreichend sein. 

Betriebliche Kontrolle und Verantwortung 

Die Szenarien 1 und 2 platzieren die API-Infrastruktur unter Kundenkontrolle und geben 
ihnen maximale Flexibilität, um die Integration nach ihren spezifischen Bedürfnissen 



und Zeitplänen anzupassen, zu erweitern und zu verwalten. Diese Autonomie geht mit 
der Verantwortung für laufenden Betrieb, Wartung und Sicherheitsverwaltung einher. 

Die Szenarien 3, 4 und 5 platzieren die gesamte Infrastruktur im Rechenzentrum, 
wodurch der Rechenzentrumsbetreiber für Hosting und Betrieb verantwortlich wird. Dies 
kann für Organisationen vorteilhaft sein, die sich lieber auf ihr Kerngeschäft 
konzentrieren möchten, anstatt Integrationsinfrastruktur zu verwalten, bedeutet aber 
auch, innerhalb der Change-Management- und Betriebsverfahren des Rechenzentrums 
zu arbeiten. 

Implementierungskomplexität 

Szenario 5 zeichnet sich durch seine Einfachheit aus und erfordert minimale Einrichtung 
und keine Infrastrukturänderungen. Organisationen können es schnell bereitstellen und 
mit minimaler Schulung sofort verwenden. 

Die Szenarien 1 und 3, die Nur-Lese-API-Zugriff bieten, stellen eine mittlere Komplexität 
dar. Sie erfordern die Einrichtung und Konfiguration der API-Infrastruktur, aber die Nur-
Lese-Natur vereinfacht einige der Sicherheits- und Datenintegritätsbedenken. 

Die Szenarien 2 und 4 stellen die komplexesten Implementierungen dar, da sie alle 
Herausforderungen von Nur-Lese-Szenarien sowie die zusätzlichen Komplexitäten der 
sicheren Verwaltung des Schreibzugriffs und der Sicherstellung der Datenintegrität über 
potenziell viele Anwendungen und Benutzer hinweg bewältigen müssen. 

Die richtige Wahl treffen 

Die Auswahl des geeigneten Szenarios erfordert eine ehrliche Bewertung der 
Anforderungen, Fähigkeiten und Einschränkungen einer Organisation. Die folgende 
Anleitung kann bei dieser Entscheidung helfen. 

Wann kundengehostete Lösungen sinnvoll sind 

Organisationen sollten die Szenarien 1 oder 2 in Betracht ziehen, wenn sie über starke 
interne IT-Fähigkeiten verfügen und die direkte Kontrolle über ihre 
Integrationsinfrastruktur behalten möchten. Wenn die Organisation bereits API-
Plattformen verwaltet und etablierte Praktiken für API-Sicherheit, -Überwachung und -
Betrieb hat, ist es sinnvoll, diese Fähigkeiten auf die NRZ-Integration auszudehnen. 

Kundengehostete Lösungen funktionieren gut, wenn die Organisation voraussichtlich 
benutzerdefinierte Modifikationen oder Erweiterungen der API benötigt, die in einer 
rechenzentrumsgehosteten Umgebung schwierig zu implementieren wären. Sie eignen 
sich auch für Situationen, in denen die Anwendungen und Benutzer der Organisation 
global verteilt sind und das Hosting der API näher an diesen Benutzern die Leistung im 
Vergleich zum Rechenzentrum-Hosting verbessern könnte. 

Wann Rechenzentrum-Hosting vorzuziehen ist 

Die Szenarien 3 oder 4 werden zur klaren Wahl, wenn Sicherheitsrichtlinien den 
externen Datenbankzugriff verbieten oder wenn das Risikomanagement-Framework der 



Organisation die Freigabe von Datenbankports inakzeptabel macht. Organisationen in 
regulierten Branchen befinden sich oft in dieser Kategorie, wo Compliance-
Anforderungen effektiv das Rechenzentrum-Hosting vorschreiben. 

Rechenzentrum-Hosting ist auch sinnvoll, wenn die Organisation das Fachwissen und 
die Infrastruktur des Rechenzentrumsbetreibers nutzen möchte, anstatt diese 
Fähigkeiten intern aufzubauen und zu pflegen. Für Organisationen ohne starke interne 
IT-Operationen oder solche, die es vorziehen, ihre technischen Ressourcen auf 
Kerngeschäftsanwendungen statt auf Integrationsinfrastruktur zu konzentrieren, kann 
die Delegation der Verantwortung an den Rechenzentrumsbetreiber die richtige 
strategische Wahl sein. 

Wann die Rückfalloption angemessen ist 

Szenario 5 dient Organisationen, bei denen IT-Richtlinien, Budgetbeschränkungen oder 
technische Einschränkungen die API-Bereitstellung unpraktisch machen. Wenn der 
Integrationsbedarf real ist, aber die Fähigkeit zur Implementierung umfassender 
Lösungen eingeschränkt ist, bietet XCare XChange eine Möglichkeit, partielle 
Integrationsziele zu erreichen, während in Zukunft auf eine umfassendere Lösung 
hingearbeitet wird. 

Dieses Szenario funktioniert auch gut für temporäre Bedürfnisse, wie einmalige 
Datenmigrationen, Proof-of-Concept-Projekte oder Pilotprogramme, bei denen die 
Organisation den Wert der Integration validieren möchte, bevor sie sich auf 
umfangreichere Infrastrukturinvestitionen festlegt. 

Fazit 

Die fünf in diesem Dokument vorgestellten Szenarien repräsentieren verschiedene 
Ansätze zur Lösung derselben grundlegenden Herausforderung: die Erweiterung der 
Funktionen des NRZ-Systems, um modernen Geschäftsanforderungen gerecht zu 
werden, unter Berücksichtigung der für jede Organisation einzigartigen 
Einschränkungen und Anforderungen. Es gibt kein einzelnes "bestes" Szenario, das 
universell anwendbar ist. Vielmehr hängt die optimale Wahl von der sorgfältigen 
Betrachtung der Sicherheitsanforderungen, technischen Fähigkeiten, 
Budgetbeschränkungen und Geschäftsziele jeder Organisation ab. 

Organisationen können auch feststellen, dass verschiedene Szenarien verschiedenen 
Bedürfnissen in ihrer Umgebung dienen. Es ist durchaus sinnvoll, Szenario 1 oder 3 für 
Berichts- und Analysebedürfnisse zu implementieren und gleichzeitig Szenario 5 für 
gelegentliche Datenmigrations­aufgaben zu verwenden. Die Szenarien schließen sich 
nicht gegenseitig aus, und ein schrittweiser Ansatz, der mit einfacheren Lösungen 
beginnt und sich im Laufe der Zeit zu umfassenderen Integrationen entwickelt, ist oft 
praktisch sinnvoll. 

Welchen Weg eine Organisation auch wählt, das XCare-Ökosystem bietet die 
Werkzeuge und Flexibilität, die erforderlich sind, um ihre Integrationsziele zu erreichen. 
Der Erfolg kommt davon, das richtige Szenario mit den spezifischen Umständen und 
Anforderungen jeder einzigartigen Situation abzustimmen. 


